Memo January 28, 2008, from KS

This is continuation of the three memos [m1, m2, m3] on the limits of some nested

classes induced by iteration of stochastic integral operators.

Correction. In Definition of L2*(R%) in page 1 of [m2], Jga Tp(dz) < oo should be
replaced by [p, zp(dx) = 0.

As in [m3] let p(u) = u2e™, and g(t) = [, p(u)du for 0 < t < oo. Let t = f(s),
0 < s < 00, be defined by s = g(t ),O<t\oo. Deﬁne
(25) 00— ([ soixi).
0

Let
7 =RPRY) = OF(DPT)), m=12....
Then (see p.2 of [ml])
I(R") DR, DR} D
We will give characterizations of (°_; ®. We will use Theorem A in [m1] and
Theorem B” in [m3], but we will not use Theorem C” in [m3].

We write the triplet of p € I(R?) as (A*, v*,4*) and the decomposition of the
Lévy measure of y1 € Lo (R?) in Theorem A in [m1] as T*(d3) and \j(d¢).

Lemma 1. Let u € Loo(R%) with T#((0,1]) = 0. Let
I°(dp) = (D(6 —1))"'T*(dp),
(B) = °(d N(d 001Bq~ r%7ldr, B e B(RY).
(B) /() @8) [ ) [ 1006) e B(RY)

Then, [} s‘ldsﬁxbsxuo(dx) is convergent in RY as a T oo if and only if

f1<|x‘<a xvh(dx) is convergent in R? as a 1 oo.
AN

Proof. Notice that f a1 |z[1°(dx) < oo by Lemma in [m2]. We have

/ 1ds/ 21 (dx) / 1ds/ I°%dp) /gv dg/ rr~ P dr
|x|>s 1,2)

- /( @1 5= s) | xsta) [+
= /(172)(F(ﬁ))11ﬂ“(d6) /S EX5(dE) /1 sPds= 1 (say)



and

= K m “ -8 _
/1<|x|<axyﬂ(dx) /(172)1_‘ (dﬁ)/sf)\ﬁ(df)/l r~Pdr =1, (say).

Hence
== [ (@) =) [ e [ et
(172) S 1

Since )

@ 1-T(6

o< ((T(B) -1 / rPdr < ———"2_ L const
=0 ) NOEET

for 1 < 3 <2, I, — I, is convergent in R? as a T co. Hence the lemma follows. O

Lemma 2. Let u € Loo(R?) with T#((0,1]) = 0. Let v° be as in Lemma 1. Then
(26) p € Dp(Lao(RY) ND(Dy))
if and only if

00 2,0 d
/ tetdt/ % is convergent in R ase | 0
e R4 T

and the limit equals —~".

(27)

Proof. Assume (27). Define u° € I(R?) by the triplet given by
AMo = AR R0 = I/O, AHo — _/ $|$’2yﬂ0(dx)
Rd

1+ [tx]?
Notice that it follows from the definition of v*° that f|m|>1 |x|v#Ho(dr) < oo and that
tto € Loo(R?). Using Proposition 2.6 (ii) and (iv) of [S06], we see that py € D(Py)
and @ f(uo) = p, because

f(s)%ds = 2t 2etdt = 1,
IRC) /

/ ds /R () (dr) = /0 T2ty /R Aty ()

- [ e / RUCRECY [ stae) [ st
| e / L 0G= 1) e [ sde) [ atsors s
- e 5) [ de) [ 1ase)s s = v4(),

tlir?o/o sorts (5 [ = (vr7m ~ T2 pp) P 60)




1
=li —1)vH(d by the def. of y#°
tﬂ/f o (g 1) i) G he ot ot )
1
= lim t1 _tdt/ x| ——— —1)v*(dx)
cl0 /. ra A\ 1+ [tz|?

o) 2
= —lim/ te_tdt/ ﬂu’“’(dz) =
cl0 /. ra 1+ [tx|?

Hence (26) holds.
Conversely, assume (26). Then there is p19 € Lo, N D (D) such that (ug) = p.

By Proposition 4.1 of [S06], the Lévy measure of o necessarily equals v°. Moreover

: ' 1o 1 _ 1 pHo
ﬂﬂﬂ““%”*Lf@ﬂmm2lﬂw)<m)

oo 2
= —lim tetdt/ ﬂv"o(dx)
elo ). ra 1+ [tx|?

x|z|?vho(dr)

1+ |tx|?
B”. This means (27). O

by the same calculus as above, since v#° = — / by virtue of Theorem
Rd

Theorem D. Let yu € I(RY). Then p € (oo_; R} if and only if p € Loo(RY),
I'“((0,1]) =0, and

(28) /(172) B <3§ﬂ_’ ?) (r : ﬁl_ ¥ / h tﬁ—%—tdt> T (dg) /S EX:(de)

is convergent in R as ¢ | 0 and the limit equals —*.

Proof. The “if” part. Let I. denote (28). For each £ > 0 finiteness of I, is seen from
(B—1T(B—1) =T(8) and from

oo 1 00
sup / 0= 2etdt é/ t_le_tdt—i—/ e tdt < 0.
Be(1,2) Je € 1
Define pg as in the proof of Lemma 2. Recall that f|m|>1 |z|v#o(dx) < oco. Then
00 2
/ te_tdt/ ﬂyo(d:p)
e Rd 1 + ‘t$‘2
00 oo 3
= ¢ tdt/ T (d / Moo (d / g
[t [ v [exnae [ g
00 L Fu(dﬁ) o] 82—ﬁ
= P27 tdt —/gv d¢ / ds = I,
/5 (172)F<B—1) s ﬁ( ) o 1+s?




using ([GR] p.292)
[T g DU T IR D)
o 1+s2 2 oT'(1) F—1 B—1
Therefore, Lemma 2 says that u € ®(Loo(R?) ND(Pf)). Moreover, ®(uo) = p as
in the proof of Lemma 2. The distribution pu satisfies the same condition as u does.

Indeed, 1y € Loo(R?), I ((0,1]) = 0,

B(*3%, %) 1 ® e N .
/(1,2) 51 (r(g-n/s be dt>F Wﬁ)/ﬂ% (d¢)

is convergent in R? as ¢ | 0 by the dominated convergence theorem since

o (d IS
/ (ds) _ / (dp) < o,
12 OB-1 a2 L'(B)
and the limit equals

Be. )
o (dg) | e (d
/(1’2) 2 (6)/55 o (dg)

oo ,.2—0 2,10
R e B R
(1,2) s o 147 Rt 1+ ||

Therefore we can repeat the procedure above to prove p € ®F(Loo(R?) ND(P7)) for

all integer m > 1.

The “only if” part. Assume that p € (*_; R} Then we can prove p € Lo (R?)
and I'*((0,1]) = 0 in the same way as in the cases 0 < @ < 1 and 1 < o < 2 (see the
proofs of Theorems C and C’ in [m1, m2]). The distribution pg € D(Py) satisfying
® (o) = p is unique (see Proposition 4.1 of [S06]). For the v° defined in Lemma 1,

we have -
| ds [ 1ats)andn) =)
0 R4
as in the proof of Lemma 2. Hence v*° = v° and pg € Lo. It follows that u €
P (Lo (RY) ND(Py)), that is, (26) holds. Since

00 2
I :/ te_tdt/ x’iyo(d:ﬁ)
e Rd 1+ |t.f17’2

as above, Lemma 2 says that I, is convergent on R? as ¢ | 0 and the limit is —~*.
O

Corollary. (i) If p € Lo(RY), T#((0,1]) = 0, f(1,2)
Jga zp(dx) =0, then p € (o_y R}

(ii) If p € Loo(RY), T#((0,1]) = 0, [&N5(dE) = O for T*-a.e. § € (1,2), and
Y =0, then € (_ R

(B — 1)7'T"(dp) < oo, and



(1) If € Loo(R?), T#((0,1]) =0,

. z|zf?
29 v = — lim
( ) =% Jiz|<a 1+ |Z‘|2

vh(dx),

and there is some ¢ € (0,1] such that

(30) /SgAg(dg) —0 forTr-ae Be(11+0)
then p € (_y R}

Proof. (i) Recall that the conditions I'*((0,1]) = 0 and f(m)(ﬁ — 1)7ITH(dB) < oo
imply [oa |z|p(dr) < co (see Lemma in [m2]). The same conditions imply that I. is

convergent as € | 0 and that the limit equals

[P vy [ogae = [ ) [ [T
12 B—1 s (1,2) s 7 o Ll+7?
x|z|? .
= /Rd T |x|21/“(dx) = —# (since /]Rd zp(dr) = 0).
Hence it follows from Theorem D that p € (,_; R}

(ii) Since the assumption implies /. = 0, we can use Theorem D.

(iii) Define pq and ps by the following:
A= AF TM(dB) =T(dBN (1,1 +¢)), Ny =N, =0,
AP =0, T¥(dp) =Tr"(dBN[1+c¢2), N=2XN; ="

Then p = p1* 1o and, using (ii), we see that uy € (,7_; RF. Further, f|x‘>1 |z|vH2 (dx)

< 00 and

[ = [ v [ [T
wj<a 1+ |7]? (1,2) s 7 o 1+72
a T‘S
= I“(dp / ENA(dE / r P tdr
/(1+c,2) ( )s ol )0 L+1r?

r

.3 2
— F“(dﬁ)/sg)\g(dé)/o 1+T27’_ﬁ_1dr:/Rd lﬂﬁlpym(dm)

(14¢,2)

as a — oo. Using the assumption, it follows that

o’
M2 12 ().
== [T

Hence [, xp2(dz) = 0. Hence, using (i), o € (,_ R} For each integer m > 1,
} 1s closed under convolution. Hence Mo, R is closed under convolution. Hence

it contains pu. U



Theorem E. Let i € I(R?).

(i) There exists ¢ € R? such that px _. € (\oo_y R if and only if pn € Loo(R?),
T#((0,1]) =0, and [,_, ., xv*(dz) is convergent in R? as a — oco.

(ii) If there exists ¢ € RY such that px0_. € (\,_y R, then this ¢ is unique.

Proof. (i) The “if” part. Choose 1° as in Lemma 1. Then f|m|>1 |z[1°(dr) < oo.
Lemma 1 tells us that f[;* s”ds [,
to by the triplet

||’

Ao =AM Pl = 1/0, Ho —
! /R T+ [aP

It follows from Theorem B” that 1° € ®(®;) N Loo. Let i = ®4(119). Then A¥ = A#
and v = v* (see the proof of Lemma 2). Hence p % d_, = p/ € R} for some ¢ € R
It follows from Corollary (i) that uo € (,,_, R} Hence p/ € (_; R}

The “only if” part. We assume that pd_. € (),_, R} for some ¢ € R?. Let
(' = p*6_.. It follows from Theorem D that p/ € L, and T'*((0,1]) = 0. Let
to € D(Py) be such that ®;(ug) = p/. Then v* equals v° of Lemma 1. It follows

2>s T°(dz) is convergent in R? as a — oco. Define

v (dx).

from Theorem B” that [/ s™'ds Jiajss @°(dz) is convergent in R? as a — oo. Hence,
by Lemma 1, f1<|x‘<a xv#(dz) is convergent in R? as a — oo.
(ii) Suppose that both py = p* d_, and py = p* d_, belong to R}. Let pf and
13 be such that @¢(u) = py and @y(uy) = pe. Since A¥ = AF2 and v = vH2, we
have A" = A" and v* = v (see Proposition 4.1 of [S06]). Now it follows from
Theorem B” that
2 2
W _ i S (o :_/ zla| UM () = ~H
! /Rler]x\? ) == fea T ap” 0 =7
Therefore 1 = p9 and hence p; = po. It follows that ¢; = cy. O
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CORRECTION

Page 2, line 13, and page 3, line 9:
x|x|PvHo (dx) / x|x|PvHo(dx)
Repl Ho — Ay M0 = ol bl O i)
e / T+ wa Lt [af?
Page 3, the last line:

= 2 - I'"(dp) LH(dB) [ 5 -
Replace/ "2 tdt/ _— by/ —/ P2 tdt
c a2 L(B—1) a2 L(B—1) J.
Page 4, line 3: Replace ® (1) by @ (10)



